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cycle before making its choice. When an
IDS is properly deployed, it can provide
warnings indicating that a system is under
attack, even if the system is not vulnerable
to the specific attack. These warnings can
help users alter their installation’s defensive
posture to increase resistance to attack. In
addition, an IDS can serve to confirm se-
cure configuration and operation of other
security mechanisms such as firewalls. 

After describing the role an IDS might play
in an organization, we survey the most com-
monly used intrusion detection techniques
and discuss representative systems from the
commercial, public, and research arenas.

Intrusions and Intrusion Detection
Intrusion detection has been an active field

of research for about two decades, starting in
1980 with the publication of John Anderson’s
Computer Security Threat Monitoring and
Surveillance,1 which was one of the earliest

papers in the field. Dorothy Denning’s semi-
nal paper, “An Intrusion Detection Model,”2

published in 1987, provided a methodologi-
cal framework that inspired many researchers
and laid the groundwork for commercial
products such as those we discuss in this arti-
cle. Still, despite substantial research and
commercial investments, ID technology is im-
mature and its effectiveness is limited.3

Within its limitations, it is useful as one por-
tion of a defensive posture, but should not be
relied upon as a sole means of protection.
Many recent media reports point to the need
for comprehensive protection of which ID is
a crucial part. For example,

Hackers attacked some of America’s most
popular Web sites yesterday for the third
day in a row, walling off frustrated con-
sumers from companies that provide news
and stock trading as law enforcement of-
ficials launched a nationwide criminal in-

focus
Defending Yourself: 

The Role of Intrusion
Detection Systems

John McHugh, Alan Christie, and Julia Allen
Software Engineering Institute, CERT Coordination Center

Intrusion detection
systems are an

important
component of

defensive measures
protecting

computer systems
and networks

from abuse. This
article considers

the role of IDSs in
an organization’s
overall defensive

posture and
provides

guidelines for IDS
deployment,

operation, and
maintenance. 

A
lthough intrusion detection technology is immature and should
not be considered as a complete defense, we believe it can play a
significant role in an overall security architecture. If an organiza-
tion chooses to deploy an IDS, a range of commercial and public

domain products are available that offer varying deployment costs and po-
tential to be effective. Because any deployment will incur ongoing operation
and maintenance costs, the organization should consider the full IDS life 
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vestigation. … the computer attacks ear-
lier this week temporarily blocked access
to Web sites that read like a Who’s Who of
the new economy, including Yahoo, eBay,
Amazon, CNN.com, and Buy.com.—
Washington Post, 10 Feb. 2000.

Attacks on the nation’s computer infra-
structures are a growing problem. The Wash-
ington Post story reflects the serious and so-
phisticated nature of recent cyber attacks.
Over the past 12 years, the growth of incidents
reported to our organization, the CERT Coor-
dination Center, has roughly paralleled the In-
ternet’s growth. As e-commerce sites become
attractive targets and the emphasis turns from
break-ins to denials of service, the situation
will likely worsen. Many early attackers sim-
ply wanted to prove that they could break into
systems; increasingly nowadays, the trend is
toward intrusions motivated by financial, po-
litical, and military objectives.

In the 1980s, most intruders were experts,
with high levels of expertise and individually
developed methods for breaking into sys-
tems. They rarely used automated tools and
exploit scripts. Today, anyone can attack In-
ternet sites using readily available intrusion
tools and exploit scripts that capitalize on
widely known vulnerabilities. Figure 1, taken
from our earlier work (www.sei.cmu.edu/
publications/documents/99.reports/99tr028/
99tr028abstract.html),3 which describes the
attacks, illustrates the relationship between
the relative sophistications of attacks and at-
tackers from the 1980s to the present.

Today, damaging intrusions can occur in
a matter of seconds. Intruders hide their
presence by installing modified versions of
system monitoring and administration com-
mands and by erasing their tracks in audit
and log files. In the 1980s and early 1990s,
denial-of-service attacks were infrequent and
not considered serious. Today, successful de-
nial-of-service attacks can put e-commerce-
based organizations such as online stockbro-
kers and retail sites out of business. Success-
ful IDSs can recognize both intrusions and
denial-of-service activities and invoke coun-
termeasures against them in real time. To re-
alize this potential, we’ll need more accurate
detection and reduced false-alarm rates.

Perspectives on Intrusion: Victims and
Attackers
Attacks can involve numerous attackers tar-

geting many victims. Defining what consti-
tutes an attack is difficult because multiple
perspectives are involved. The attacker view-
point is typically characterized by intent and
risk of exposure. From a victim’s perspective,
intrusions are characterized by their manifes-
tations, which might or might not include
damage. Some attacks produce no manifesta-
tions and some apparent manifestations are
caused by system or network malfunctions.
Some attacks involve the (involuntary) par-
ticipation of additional machines, usually
victims of earlier attacks. For an intrusion to
occur, there must be both an overt act by an
attacker and a manifestation, observable by
the intended victim, that results from that
act. We can create taxonomies that organize
attacks from either viewpoint. Although a
taxonomy based on manifestations would
seem to provide a natural framework for dis-
cussing IDSs, the most comprehensive evalu-
ation of these systems performed to date uses
an attacker-centric taxonomy.4 An attack vic-
tim’s view of an attack usually focuses on the
manifestations:

■ What happened?
■ Who is affected and how?
■ Who is the intruder?
■ Where and when did the intrusion orig-

inate?
■ How and why did the intrusion happen? 

The attacker might have a quite different view:

■ What is my objective?
■ What vulnerabilities exist in the target

system?
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■ What damage or other consequences are
likely?

■ What exploit scripts or other attack
tools are available?

■ What is my risk of exposure?

ID’s goal is to characterize attack mani-
festations to positively identify all true at-
tacks without falsely identifying nonattacks.
The motivation for using ID technology can
vary. Some users might want to collect
forensic information to locate and prosecute
intruders. Others might use ID to trigger ac-
tions to protect computing resources. Still
others might use ID as a diagnostic for iden-
tifying and correcting vulnerabilities.

Dimensions of Intrusion Detection
We can characterize IDSs in a variety of

ways. Here, we choose the system structure,
sensed phenomenology, and detection
approach.

Figure 2 illustrates system structure and
sensed phenomenology. The figure shows a
small enterprise configured with firewalls to
isolate its Web server. Computers config-
ured as network sensors extract suspicious
packets from the three main network seg-
ments and forward them to a network-spe-
cific analysis station. The Web server and
workstations run software to monitor suspi-
cious interactions with the operating system
and report them to a host-specific analysis
station. In addition, the Web server looks
for abuses such as CGI-bin exploits that are
specific to HTTP servers. The analyzers re-
port to a management console that serves as
the IDS’s user interface. The management
console alerts the enterprise administration
who might, in turn, report intrusions to in-

cident-response organizations such as the
CERT Coordination Center.

More elaborate configurations are possible.
An analyzer might use inputs from any or all
sensed phenomenologies in deciding whether
an attack has taken place. Analyzer outputs can
also serve as sensed data for other analyzers.

Intrusion Detection Approaches
We can view ID as an instance of the gen-

eral signal-detection problem.5 In this case,
we view intrusion manifestations as the signal
to be detected and consider manifestations of
“normal” operations to be noise. In classical
signal-detection approaches, both the signal
and the noise distributions are known, and a
decision process must determine whether a
given observation belongs to the signal-plus-
noise distribution or to the noise distribution.
Classical signal detectors use knowledge of
both distributions in making a decision, but
intrusion detectors typically base their deci-
sions either on signal (signature-based detec-
tors) or noise (anomaly-based detectors) char-
acterizations. Each approach has strengths
and weaknesses. Both suffer from the diffi-
culty of characterizing the distributions.

For a signature-based IDS to detect at-
tacks, it must possess an attack description
that can be matched to sensed attack mani-
festations. This can be as simple as a specific
pattern that matches a portion of a network
packet or as complex as a state machine or
neural network description that maps mul-
tiple sensor outputs to abstract attack rep-
resentations. If an appropriate abstraction
can be found, signature-based systems can
identify previously unseen attacks that are
abstractly equivalent to known patterns.
They are inherently unable to detect truly
novel attacks and suffer from false alarms
when signatures match both intrusive and
nonintrusive sensor outputs. Signatures can
be developed in a variety of ways, from
hand translation of attack manifestations to
automatic training or learning using labeled
sensor data. Because a given signature is as-
sociated with a known attack abstraction, it
is relatively easy for a signature-based de-
tector to assign names (such as Smurf or
Ping-of-Death) to attacks.

Anomaly-based detectors equate “un-
usual” or “abnormal” with intrusions. Given
a complete characterization of the noise dis-
tribution, an anomaly-based detector recog-
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nizes as an intrusion any observation that
does not appear to be noise alone. Character-
izing the noise distribution so as to support
detection is nontrivial. Characterization ap-
proaches have ranged from statistical models
of component or system behavior, to neural
networks and other AI techniques, to ap-
proaches inspired by the human immune sys-
tem. The primary strength of anomaly detec-
tion is its ability to recognize novel attacks. Its
drawbacks include the necessity of training
the system on noise with the attendant diffi-
culties of tracking natural changes in the noise
distribution. Changes can cause false alarms,
while intrusive activities that appear to be
normal can cause missed detections. Anom-
aly-based systems have difficulty classifying
or naming attacks.

We can also classify IDSs based on the phe-
nomenology that they sense. Network-based
systems look at packets on a network segment,
typically one serving an enterprise or a major
portion of one. While network-based systems
can simultaneously monitor numerous hosts,
they can suffer from performance problems, es-
pecially with increasing network speeds. Many
network-based systems make simplifying as-
sumptions about such network pathologies as
packet fragmentation6 and can suffer from re-
source exhaustion problems when they must
maintain attack-state information for many at-
tacked hosts over a long period of time. In spite
of these deficiencies, they are popular because
they are easy to deploy and manage as stand-
alone components and they have little or no im-
pact on the protected system’s performance.

Host-based systems operate on the pro-
tected host, inspecting audit or log data to
detect intrusive activity. A variety of log and
audit functions can serve to drive ID algo-
rithms; these can be supplemented by sen-
sors that monitor the interaction of appli-
cations with the host operating system.
Host-based systems can monitor specific ap-
plications in ways that would be difficult or
impossible in a network-based system. They
can also detect intrusive activities that do
not create externally observable behavior.
Because they consume resources on the pro-
tected host, they can affect performance
substantially. Successful intrusions that gain
high levels of privilege might be able to dis-
able host-based IDSs and remove traces of
their operation. Intrusions that install Unix
root kits are examples.

Organizational Issues
Installing and effectively using IDSs on

networks and hosts requires a broad under-
standing of computer security. Information
technology infrastructures are becoming so
complex that no one person can understand
them, let alone administer them in a way
that is operationally secure.

An organization must fully appreciate
the commitment required before deploying
an IDS. Otherwise, the project could well
waste time, money, and staff resources in
the IDS life cycle’s initial phases. Although
these issues are discussed in detail else-
where,3 we cover them briefly here to illus-
trate the problem’s scope.

Preparation
Before an organization invests in security

technologies, it must understand which of
its assets require protection and determine
the real and perceived threats against those
assets. We can characterize threats by the
likely type of attack and attacker capabili-
ties (that is, resources and goals) and the or-
ganization’s tolerance for loss of, damage
to, or disclosure of protected assets.

Attacker motives can be arbitrary (curios-
ity or vandalism) or targeted to meet a spe-
cific objective such as revenge or gaining a
competitive advantage. Motives can make
some forms of attack more likely than others.
Gaining a competitive advantage might re-
quire compromising specific information such
as a marketing plan. Each form of attack re-
quires diverse detection strategies. For exam-
ple, information retrieval is likely to occur
during a stealthy attack, while information
corruption might require speed. Determining
whether the potential attacker is inside or out-
side the organization’s infrastructure affects
the type and placement of an IDS.

Often, the most significant obstacle to an
information security improvement initiative
is lack of management support. (One indi-
vidual told us that he obtained management
sponsorship by demonstrating how easy it
was to break into his manager’s confidential
computer files. This approach is not neces-
sarily recommended, but appears to have
been effective in this case!) Surveys con-
ducted by security trade magazines in 1999
cited lack of management support as one of
the principle barriers to effective informa-
tion security.7,8 This is consistent with our
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experience at the Software Engineering In-
stitute in implementing security improve-
ment initiatives. Managers have many goals
to meet and must often make tradeoffs. Se-
curity only becomes important when it im-
pinges on the organization’s high-priority
interests and reputation.

Deploying and operating an IDS requires
significant management support at the level
of the corporate chief information officer
and information security manager. Without
this support, this technology’s successful op-
eration and use will be short-lived, sustained
only by the interest of those internal cham-
pions who believe in its benefit. That enthu-
siasm is likely to last only until another high-
priority item requires their attention.

Defense in Depth
ID is only one aspect of a layered defen-

sive posture or “defense in depth.” Defense
in depth begins with the establishment of ap-
propriate and effective security policies. Ef-
fective policies help ensure that threats to
critical assets are understood, managers and
users are adequately trained, and actions to
be taken when an intrusion is identified are
defined. A good security policy puts ID in its
proper perspective and context. Whenever
possible, the policy should reflect the mission
of the organization that promulgates it.
Therefore, it should codify the rules govern-
ing enterprise operations as they are reflected
in its information infrastructure and should
explicitly exclude activities or operations not
needed to support the enterprise’s mission. A
mission-oriented security policy can aid in
configuring both firewalls and IDSs.9

Establishing a layered security architecture
is advantageous whether an IDS is deployed
or not. In addition to formulating a security
policy, the essential steps consist of imple-
menting user authentication and access con-
trols, eliminating unnecessary services, apply-
ing patches to eliminate known vulnerabili-
ties, deploying firewalls, using file integrity
checking tools such as Tripwire, and so forth.
Because most real-time commercial IDSs base
their detection approach on known attempts
to exploit known vulnerabilities, an adminis-
trator’s time is often better spent minimizing
vulnerability through the application of
patches or other security measures. Detecting
and responding to penetration attempts that
cannot succeed (such as Unix-specific at-

tempts against a network of Windows ma-
chines) is not an effective use of resources, ex-
cept as an indication of threat level.

Figure 2 illustrates some aspects of de-
fense in depth. Using a network sensor out-
side the protected network lets the adminis-
trator sense the general threat level as indi-
cated by probes and attempts that will be
blocked by the outer firewall. Comparing
the observations of sensors on both sides of
the firewall lets the analyzer be configured to
validate the firewall rules. The internal fire-
wall provides an additional layer of defense
for the inside workstations by excluding
traffic that must reach the Web server from
the outside but that should not reach the in-
side. In addition to helping to validate the in-
ner firewall’s rules, it also protects the inside
should the Web server be compromised and
used as a base to attack the inside. 

If we assume that the protected enter-
prise is mission-oriented and only runs a
limited set of applications and protocols, we
can configure the inner sensor to recognize
as intrusive any unexpected protocols.
Host-based sensors on each workstation or
server can look for both unexpected appli-
cations and abnormal behavior on the part
of supported applications and the host op-
erating system. When we combine the use of
multiple firewalls and sensors configured to
support a mission-specific security policy
with a proactive vulnerability remediation
policy, the removal of unneeded services,
and the regular and careful use of integrity
checking tools, the intruder’s task becomes
much more difficult.

The IDS Life Cycle
Vendors frequently release new IDS

products and aggressively compete for mar-
ket share. Evaluating these new systems is
not a trivial task, and credible, comprehen-
sive product evaluation information is lack-
ing. Hiring and retaining personnel to com-
petently administer security in general and
intrusion detection in particular are increas-
ingly challenging. Rapid changes in infor-
mation technology make it difficult for an
organization to implement an effective,
long-term security strategy.

Evaluation and selection. If an organization
plans to acquire an IDS, it should consider
the resources available for the system’s op-
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eration and maintenance and choose one
than meets its needs within these con-
straints. This is difficult because there are
no industry standards against which to
compare IDSs. The new product cycle for
commercial IDSs is rapid, and information
and systems quickly become obsolete.
Steven Northcutt recommends the use of
product guides that are updated at least
monthly.10 Relatively little objective third-
party evaluation of IDSs is available, while
trade press reports are generally spotty and
superficial. Setting up a facility to objec-
tively compare IDSs will be prohibitively ex-
pensive for all but the largest potential
users, and some third-party or industry-
sponsored effort is needed. A bit later, we
discuss some of the technical issues involved
in IDS evaluation.

Marketing literature rarely describes how
well a given IDS finds intruders and how
much work is required to use and maintain
that system in a fully functioning network
with significant daily traffic. IDS vendors
usually specify which prototypical attacks
their systems can find, but without access to
deployment environments, they cannot de-
scribe how well their systems detect real at-
tacks while avoiding false alarms.

Topics to consider include detection and
response characteristics, use of signature-
and anomaly-based approaches, diagnosis
accuracy (false-alarm rate), ease of use, ef-
fectiveness of user interface, and quality of
vendor support. Edward Amoroso and
Richard Kwapniewski recently provided
guidance in selecting an IDS,11 and the Com-
puter Security Institute (www.gocsi.com) has
a number of relevant Web pages, including a
list of questions for IDS vendors.

Deployment. Deployment issues to address
include placement of sensors to maximize
protection for the most critical assets, con-
figuring the IDS to reflect security policy, in-
stalling appropriate signatures and other
initial conditions, establishing forensic pro-
cedures to preserve evidence for possible
prosecutions, and determining when (if
ever) and what automatic responses are al-
lowed. Users must develop procedures for
handling IDS alerts and consider how to
correlate alerts with other information such
as system or application logs. Integrating
the IDS into a comprehensive system man-

agement framework would simplify this lat-
ter task. The Intrusion Detection Working
Group of the Internet Engineering Task
Force is developing a common alert format
that will let IDS alerts from different sys-
tems be reported to a common display con-
sole. Several commercial IDS products will
work within the Tivoli Enterprise manage-
ment framework; we can expect additional
developments of this sort in the future.

Operation and use. Once an organization de-
ploys an IDS, it must monitor the system
and respond to the alerts that it reports.
This means establishing roles and responsi-
bilities for analyzing and acting on alerts,
monitoring the outcomes of both manual
and automatic responses, and so forth.

IDSs themselves are logical targets for at-
tack.6 Smart intruders who realize that an
IDS has been deployed on a network they
are attacking will likely attack the IDS first,
disabling it or forcing it to provide false in-
formation (distracting security personnel
from the actual attack in progress). In addi-
tion, many commercial and research ID
tools have security weaknesses resulting
from flawed design assumptions. These can
include failing to encrypt log files, omitting
access control, and failing to perform in-
tegrity checks on IDS files.

Maintenance. Maintenance activities include
installing new signatures as they become
available, as well as installing periodic IDS
upgrades. Sensor placement should be revis-
ited periodically to ensure that system or
network changes have not reduced the ef-
fectiveness of the IDS.

Use of technology alone is not sufficient to
maintain network security. An organization
must attract, train, and retain qualified techni-
cal staff to operate and maintain ID technolo-
gies. In today’s market, qualified intrusion an-
alysts and system/network administrators
who are knowledgeable about and experi-
enced in computer security are hard to find.

Intrusion Detection Technology
Commercial ID technology is immature

and dynamic to the point of instability. New
vendors appear, only to be absorbed by oth-
ers. Both commercial and research products
evolve rapidly. One consequence of this rapid
change is that product lists, surveys, and re-
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views are quickly outdated. The “Technol-
ogy” sidebar describes a sample of commer-
cial, research, and public domain tools. Rela-
tively little has been done in the area of eval-
uating IDS systems, but we present the results
of several attempts in this area.

Both anecdotal evidence and the results
from the few completed evaluations indicate

that current IDSs are not as effective as could
be desired. Because no comprehensive evalua-
tion of commercial products has been per-
formed, it is difficult to obtain comparative
figures. In 1999, IBM Zurich tested two com-
mercial systems, RealSecure 3.0.x and Net-
Ranger 2.1.2, using exploit scripts and tools
available in their vulnerability database that
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A variety of commercial, research, and public domain ID
tools are available. Here is a sampling.

Commercial products
The commercial products described here represent two ap-

proaches. We have chosen one system that provides real-time
performance based on a combination of network and host sen-
sors using signatures. The other system provides post hoc detec-
tion based on anomalous file system changes.

Given today’s volatile marketplace, it’s best to use a Web
search to locate current products, reviews, and so forth. Com-
mercial product literature is generally weighted towards mar-
keting, which often makes it difficult to determine the product’s
functionality and detection approach. Virtually no commercial
literature addresses issues such as the frequencies of false
alarms, missed detections, or the system’s sensitivity to traffic
loads.

RealSecure. RealSecure from Internet Security Systems
(www.iss.net) is a real-time IDS that uses a three-part architecture
consisting of a network-based recognition engine, a host-based
recognition engine, and an administrator’s module. The network-
recognition engine runs on dedicated workstations to provide net-
work intrusion detection and response. Each network-recognition
engine monitors a network segment looking for packets that match
attack signatures. When a network-recognition engine detects in-
trusive activity, it can respond by terminating the connection,
sending alerts, recording the session, reconfiguring firewalls, and
so forth. It also passes an alarm to the administrator’s module or a
third-party management console.

The host-based engines analyze log data to recognize at-
tacks. Each host engine examines its system’s logs for evidence
of intrusions and security breaches. Log data can contain infor-
mation that is difficult or impossible to infer from network packet
data. The host engine can prevent further incursions by termi-
nating user processes or suspending user accounts. It can also
take actions similar to those performed by a network engine.

An administrative module manages multiple-recognition en-
gines. The result is comprehensive protection, easily configured
and administered from a single location. The administrative
module is supplied with both recognition engines and is also
available as a plug-in module for a variety of network and sys-
tems management environments.

Tripwire. Tripwire is a file integrity assessment tool (www.tripwire.
com—both commercial and public domain versions are avail-
able) that is useful for detecting the effects of an intrusion. Trip-

wire creates a database of critical system file information that
includes file lengths and cryptographic checksums based on
each file’s contents. Tripwire compares current information with
a previously generated baseline and identifies changed files.
Tripwire will report modified files, but the user must decide
whether the modifications resulted from an intrusion. Because
most monitored files are not expected to change except when
new software versions are installed, changes usually indicate
an unexpected or unauthorized activity.

For reliable Tripwire results, users must protect the database
and program from tampering, either by maintaining them off-
line or online using read-only storage media, for example.
Configuring Tripwire can be problematic, especially for large,
multi-use systems because it is not easy to determine which files
associated with some services and applications are expected to
change and which are not.

Public-domain tools
Shadow and Snort, two public-domain ID tools, are unlikely

to have the same level of support as commercial systems, so
users will need a higher level of technical expertise to install
and manage them. The effort involved is likely to pay off with a
better understanding of ID and its strengths and limitations.

Shadow. The Shadow (www.nswc.navy.mil/ISSEC/CID) project
is a joint venture of Naval Surface Weapons Center Dahlgren,
Network Flight Recorder, the National Security Agency, and the
SANS Institute.

Shadow uses both sensor and analysis stations. Sensors usu-
ally reside at key monitoring points in the network, such as out-
side a firewall, while the analysis station resides inside the fire-
wall. The sensor is based on public domain packet-capture soft-
ware and does not preprocess the data, thus preventing an
intruder from determining the detection objectives by capturing
an unprotected sensor. Sensors extract packet headers and
save them to a file that the analysis station reads periodically.
Major support comes from tcpdump (a Unix utility that logs
network packets) packet filters supplemented by a Perl-based
tool to detect slow intrusions that can span multiple log files.
The analysis station uses a Web-based interface to display fil-
tering results as well as raw data. Shadow runs on many Unix
systems, including FreeBSD and Linux.

Snort. Snort is a recent open-source public-domain effort to
build a lightweight, efficient, ID tool that can be deployed on a
wide variety of Unix platforms. According to the Snort Web site
(www.snort.org),

Technology



were compatible with their test environment
and for which the IDS claimed coverage in its
documentation.12 RealSecure detected 30 of
42 attacks, while NetRanger detected 18 of
32. Deployed in an operational setting, Real-
Secure issued some 8,000 alarms in a month,
over half of which were due to a weekly scan
of the network performed for maintenance

purposes. Comparable figures are not given
for NetRanger, apparently because of per-
formance problems. Both systems had fairly
high false-alarm rates, but issued false alarms
for different classes of activity.

The most comprehensive evaluations of
IDS systems reported to date were the 19984

and 199913 offline evaluations performed
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Snort is a lightweight network intrusion detection system, capa-
ble of performing  real-time traffic analysis and packet logging
on IP networks.  It  can perform protocol analysis, content search-
ing/matching and can be used to detect a variety of attacks and
probes,  such as buffer overflows, stealth port scans, CGI attacks,
SMB probes, OS fingerprinting attempts, and much  more.  Snort
uses a flexible rules language to describe traffic that it should col-
lect or pass, as well as a detection engine  that  utilizes a modu-
lar plugin architecture.  Snort has a real-time alerting capability
as well, incorporating alerting mechanisms for syslog, a user
specified file, a UNIX socket, or WinPopup messages to Win-
dows clients using Samba’s smbclient.

Snort is currently undergoing rapid development. The user
community is contributing auxiliary tools for analyzing and
summarizing snort logs, providing additional capabilities. More
importantly, there is a large group of users who contribute new
signatures. As a result, new attacks are quickly represented in
the signature database.

Research prototypes
ID research performed in the early 1990s produced a num-

ber of new tools.1 Although many were developed for aca-
demic purposes and were not released or maintained, these
tools influenced research efforts and commercial systems. Early
efforts focused on host-based solutions; later efforts concen-
trated on network-based systems. The two systems considered
here have both host- and network-based aspects.

Emerald. SRI’s pioneering ID work began in 1983 when a multi-
variate statistical algorithm was developed to characterize user be-
haviors.2 Emerald (Event Monitoring Enabling Responses to Anom-
alous Live Disturbances: www.sdl.sri.com/emerald/) builds on this
earlier work at SRI and uses both deviations from normal user be-
havior (anomalies), and known intrusion patterns (signatures).

A major goal of Emerald is to provide ID for large, loosely
coupled enterprise networks. Such environments are more diffi-
cult to monitor and analyze due to the distributed nature of the
incoming information. Emerald structures users into a federation
of independently administered domains, each with its own net-
work services and trust relationships with other domains. In this
context, a centralized repository or analysis facility is likely to re-
sult in significant performance degradation. Emerald uses a hier-
archical divide-and-conquer approach to address these issues.

The hierarchical approach provides three levels of analysis
performed by a three-tiered system of monitors: service, domain,
and enterprise monitors. These monitors have the same basic ar-

chitecture: a set of profiler engines (for anomaly detection), sig-
nature engines (for signature analysis), and a resolver compo-
nent for integrating the results generated from the engines.

Emerald is an example of the direction that future ID systems
might take. As intruders become more sophisticated in their at-
tacks, they will be increasingly likely to disperse the evidence of
their work across networks, making it difficult to sense when a dis-
tributed or coordinated attack is occurring. In such situations, the
ability to collect, assimilate, correlate, and analyze information
emanating from diverse sources in real time becomes essential.

STAT. The State Transition Analysis Technique (www.cs.ucsb.edu/
~kemm/netstat.html/) developed at the University of California
Santa Barbara is a method for representing the sequence of ac-
tions that an attacker performs to achieve a security violation.
The technique provides a general framework in which host-
based (Ustat and Winstat), network-based (Netstat), and distrib-
uted multihost (Nstat) tools have been built. 

State transition analysis uses a graphical notation to repre-
sent a penetration, precisely identifying its requirements and
the nature of the compromise. Analysis tools use the informa-
tion contained in a system’s audit trail or network traffic to
compare the state changes represented in the data to the state
transition diagrams of known penetrations. State transition
analysis assumes that 

■ penetrations require the attacker to possess some minimum
prerequisite access to the target system (the initial state), and 

■ all penetrations lead to the acquisition of some previously
unheld ability (the compromised state).

The signatures used in the STAT family are abstractions of
intrusion scenarios. By using abstract representations of the ac-
tions that trigger state transitions, a single signature can repre-
sent an entire family of related penetrations including previ-
ously unseen variants. Recent work resulted in the development
of Statl, a language for specifying intrusive actions. Tools are
under development to generate detectors for members of the
STAT family from Statl descriptions.
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by MIT’s Lincoln Laboratory. The systems
evaluated are the results of research funded
by DARPA. In these evaluations, investiga-
tors took sensor data in the form of sniffed
network traffic, Solaris BSM audit data,
Windows NT audit data (added in 1999),
and file system snapshots and tried to iden-
tify the intrusions that had been carried out
against a test network during the data-col-
lection period. The test network consisted
of a mix of real and simulated machines;
background traffic (noise) was artificially
generated by the real and simulated ma-
chines while the attacks were carried out
against the real machines. Training data
contained a variety of attacks that were
identified in the corresponding documenta-
tion. The data used for evaluation contained

a mix of attacks that had
been present in the train-
ing data and previously
unseen attacks.

An analysis of the
1998 evaluation4 shows a
number of serious flaws,
including failures to ap-
propriately validate the
background data used
(especially with respect to
its ability to cause false
alarms), the lack of an
appropriate unit of analy-
sis for reporting false
alarms, and the use of
questionable or inappro-

priate data-analysis and presentation tech-
niques.3 The data rate represented by the
test data is not given, but calculations based
on the data set sizes indicate an average rate
of a few tens of kilobits per second.

A total of 32 attack types were present in
1998. These were organized according to an
attacker-centric taxonomy into four cate-
gories: denial of service, remote to local,
user to root, and probing/surveillance, with-
out regard to manifestation. The best sys-
tem could only detect about 75% of the 120
attacks present in the evaluation data. Lin-
coln’s 1998 report does not give the per-
centage of the attack types detected.4 False
alarms are reported “per day” rather than
as a percentage of possible alarm cases. The
best system generated two false alarms per
day, while most systems produced some tens
of false alarms per day. 

These figures are problematic for several
reasons. The data’s noise component is re-
sponsible for the false alarms, but the report
makes no comparison between real and arti-
ficial data with respect to false-alarm char-
acteristics. Any given “natural” environment
might produce more (or fewer) false alarms
at the data rate used. If the data’s false-alarm
characteristics are proportional to the data
rate, deploying the evaluated systems on net-
works carrying a few megabits per second of
traffic could result in a hundredfold increase
in the false-alarm rate. The 1999 evaluation
produced similar, but slightly better, results
for detection and false-alarm performance
over a substantially broader base of attacks.
The real improvement is one in breadth of
coverage rather than in effectiveness.

Despite its shortcomings, the Lincoln evalu-
ation indicates that even the best of the research
IDS systems falls far short of the DARPA goals
for detection and false-alarm performance. The
Air Force Rome Lab has built a real-time test-
bed15 based on the system used by Lincoln to
generate its offline evaluation data. They have
used this system to evaluate a few of the re-
search systems, with results similar to those ob-
tained in the offline evaluation.

All of the evaluations performed to date
indicate that IDSs are only moderately suc-
cessful at identifying known intrusions and
quite a bit worse at identifying those that
have not been seen before. This renders au-
tomatic response to intrusions, a goal of
both the research and commercial commu-
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nities, a dubious prospect. Blocking an at-
tack by dynamically reconfiguring a firewall
to block the intruding source runs the risk
of a self-imposed denial-of-service attack if
it is done in response to an event wrongly
identified as intrusive. Anecdotal evidence
suggests that legitimate network diagnostic
activities have resulted in the temporary
blockage of network traffic on at least one
US military application system.

I n the fall of 1999, we briefly installed two
commercial (ISS RealSecure and Cisco
NetRanger) and two public-domain

(Shadow and Network Flight Recorder) net-
work-based IDSs in the CERT DMZ. We
wanted to follow the vendor’s instructions
and observe each tool’s performance. We
did not intend to evaluate a specific tool or
to compare one tool with another, nor did
we want to measure detection and false-
alarm performance.

We found that commercial ID tools were
easier to install than public-domain tools. Al-
though none had an understandable, easy-to-
use configuration interface, the commercial
tools did employ graphical interfaces, whereas
the public domain tools did not. All of the
tools required labor-intensive signature tun-
ing. We found no indication of any integration
between vulnerability scanners and configura-
tion interfaces (ISS is integrating their IDS and
vulnerability scanner) even though most IDS
vendors sell vulnerability analyzers. The con-
figuration process would be simpler if signa-
tures associated with detected vulnerabilities
could be loaded automatically.

The commercial products that we in-
stalled did not provide sufficient supporting
data (such as raw packets) to verify events
they claimed to detect. The use of propri-
etary algorithms and signatures made it dif-
ficult to determine why an alert occurs. Dis-
tinguishing between intrusions and false
alarms required manual investigation. In
most cases, the analyst had to examine log
files for supporting evidence.

IDS products based on
current signature-based
analysis do not provide a
complete ID solution but
do produce useful results
in specific situations and
configurations. The ma-
jority of IDSs we exam-
ined appeared to provide
good capabilities for en-
hanced network monitor-
ing and might be more
useful in this capacity than
for intrusion detection.

ID research is proceed-
ing along a number of
fronts. Both the commer-
cial and research com-
munities are pursuing the
development of new IDS
algorithms. In the absence
of fundamental break-
throughs, we anticipate
only modest improve-
ments in this area. Some-
what more promising are
efforts to improve both
detection and false alarm
performance by combin-
ing or correlating the out-
puts of diverse sensors
and obtaining informa-
tion from multiple lo-
cations. This should prove
effective under the assump-
tion that a major cyber at-
tack will target multiple in-
stallations simultaneously
with similar manifesta-
tions. Nonetheless, much
of the current effort seems to be aimed at
detecting attacks that are made by rela-
tively unskilled and unfocused attackers.
We believe that a greater threat lies in nar-
rowly focused attacks launched by adver-
saries who will make serious attempts to
avoid detection. These attacks are likely to
escape detection by current and proposed
IDS. We are working to develop an analy-
sis center that will combine IDS outputs
with traditional open- and closed-source
intelligence gathering, network traffic
analysis, and other relevant information to
provide a more complete picture of adver-
sarial activity.
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